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[1] A coupled ice-ocean modeling system is developed for the northwest Atlantic Ocean
based on the second version of the Los Alamos sea ice model and a regional ocean
circulation model. The coupled ice-ocean system differs from other coupled systems for
the same region mainly in two ways. First, the semi-prognostic method suggested by
Sheng et al. [2001] is used in the ocean component. This method adjusts the momentum
equation of the ocean component to reduce drift of the modeled ocean state, allowing us
to carry out a multiyear simulation. Second, the sea ice component uses the elastic-
viscous-plastic ice rheology developed by Hunke and Dukowicz [1997] and Winton’s
[2000] three-layer thermodynamics. The coupled system is forced by climatological
monthly mean atmospheric forcing at the atmosphere/ocean, atmosphere/ice interface, and
oceanic forcing at the model open boundaries. The system is integrated for 3 years. Model
results from the third year compare favorably with the observations in the region. The
coupled system reproduces reasonably well the phase and magnitude of the annual cycle
of sea ice. We demonstrate the effect of the ice heat capacity, previously unaccounted for
in earlier model results of this region, in delaying the springtime sea-ice melt on the
Labrador and Newfoundland Shelves. INDEX TERMS: 4540 Oceanography: Physical: Ice
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1. Introduction

[2] The northwest Atlantic Ocean (hereinafter NWA)
referred to in this study covers the region between �76�E
and �30�E and between 35�N and 66�N (Figure 1). It
comprises the shallow water of the eastern Canadian shelf
from Davis Strait to the Gulf of Maine and the deep water of
the Labrador Sea, Labrador and Newfoundland Basins. The
Labrador Sea is a semi-enclosed sea, which connects to
Baffin Bay in the north through Davis Strait and is bounded
by Greenland to the east and by the Labrador Shelf to the
west. The Labrador Shelf extends from Hudson Strait to the
Strait of Belle Isle. From there the Newfoundland Shelf
extends southward to include the broad Grand Banks and
the offshore Flemish Cap. Sea ice advances and retreats
annually over the Labrador and Newfoundland Shelves. In
winter, ice in the NWA reaches the lowest latitude found
anywhere in the world (Figure 2). The southward extension
of ice in the region is determined mainly by a balance
between ice advection from the north, atmospheric forcing,
and oceanic heat transport. Hence the ice simulation in the
NWA presents an interesting while challenging task, with

potential global-scale implications, in addition to local
navigation and weather effects.
[3] Ikeda et al. [1988] were the first to develop a coupled

ice-ocean modeling system for the NWA based on Hibler’s
[1979] ice model and a mixed layer ocean model with a
uniform depth of 30 m. Their ice model consisted of two
categories (ice and open water), zero-layer thermodynamics
[Semtner, 1976] and viscous-plastic ice dynamics. Ikeda et
al. [1988] embedded some cold and fresh water on the shelf
in the initial ocean state with a specified uniform heat flux
of 35 W m�2 at the bottom of the mixed layer during the
ice formation period. They performed a series of simula-
tions for winter months (December to May), with the same
initial ocean conditions but different atmospheric forcing
corresponding for each winter. They found that the interan-
nual variability of the simulated ice cover is highly corre-
lated with the atmospheric forcing. They also confirmed the
early findings [Symonds, 1986] that sea ice south of 55�N is
mainly transported from the north. Nevertheless, all of their
experiments were limited to the winter months without
multiyear integrations.
[4] With the same ice model, more ocean physical

processes were added subsequently to the above coupled
ice-ocean modeling system. The additional physics included
limited cross-shelf geostrophic dynamics [Ikeda, 1991], and
a more realistic upper-ocean mixed layer and oceanic lateral
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advection [Yao and Ikeda, 1990; Tang et al., 1999]. A three-
dimensional Bryan-Cox ocean model [Cox, 1984] was then
coupled to the ice model [Ikeda et al., 1996], and the ice
categories were later increased from two to ten [Yao and
Prinsenberg, 1999]. The multicategory ice model was also
coupled to a (1/6)� s-coordinate Princeton Ocean Model by
Yao et al. [2000]. They found that the simulated ice
concentration in the NWA was much improved using a
multicategory ice model with more realistic initial ocean
conditions. Taking a different direction and for the northern
Labrador Sea only, Mysak et al. [1991] used a thermal
equilibrium ice sheet model coupled to a reduced gravity
ocean model. They found that the offshore ice edge position
in the northern Labrador Sea is determined mainly by a
balance between the atmospheric cooling and onshore heat
flux associated with the wind-driven Sverdrup flow.
[5] We use a different coupled ice-ocean modeling sys-

tem in this study. The ocean component of our coupled
system uses the semi-prognostic method introduced by
Sheng et al. [2001] to reduce the ocean model drift in
multiyear simulations. The sea ice component is the second
version of the Los Alamos Sea Ice Model (CICE [Hunke
and Lipscomb, 2000]), which employs Hunke and
Dukowicz’s [1997] elastic-viscous-plastic ice rheology and
Winton’s [2000] three-layer thermodynamics. We show in
this paper that the inclusion of the heat capacity of sea ice
alters the phase and magnitude of the seasonal ice cycle and
reduces the early and excessive ice melting in spring in the
NWA, which is a common problem shared by all the
previous studies for the same region.

[6] Our focus in this study is mainly on the thermody-
namical processes of the coupled system, instead of trying
to get a best fit of model results to the observations. The
plan of this paper is as follows. Section 2 presents the
coupled ice-ocean modeling system. Section 3 discusses
the effects of the ice heat capacity on the phase and
magnitude of the springtime sea ice melting, and also
examines the sensitivity of model results to the sea surface
temperature and the net heat flux at the air-sea interface
over the areas where ice is present (hereinafter the ‘‘ice-
presence’’ areas). A summary and discussion of results are
presented in section 4.

2. Coupled Ice-Ocean Modeling System

2.1. Regional Circulation Model of the Northwest
Atlantic Ocean

[7] The ocean component of the coupled ice-ocean mod-
eling system used in this study is the regional ocean
circulation model of the NWA developed by Sheng et al.
[2001]. This regional ocean circulation model is based on
the three-dimensional primitive-equation z-level model
known as CANDIE (Canadian version of DieCAST, [Sheng
et al., 1998]). CANDIE has successfully been applied to
various modeling problems on the shelf, including wind-
driven circulation over an idealized coastal canyon [Sheng
et al., 1998], nonlinear dynamics of a density-driven coastal
current [Sheng, 2001], tidal circulation in the Gulf of St.
Lawrence [Lu et al., 2001], and wind-driven circulation
over a stratified coastal embayment [Davidson et al., 2001].

Figure 1. Selected topographic features within the coupled ice-ocean model domain of the northwest
Atlantic Ocean. Abbreviations are used for Newfoundland (NFLD), Flemish Cap (FC), Scotian Shelf
(SS), Gulf of St. Lawrence (GSL), Gulf of Maine (GOM), Hudson Strait (HS), and Strait of Belle Isle
(SBI).
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Most recently, CANDIE has been applied to the western
Caribbean Sea by Sheng and Tang [2003]. The reader is
referred to Sheng et al. [2001] for discussion of the
governing equations and sub-gridscale mixing parameter-
izations used in the NWA application of CANDIE.
[8] The model domain covers the NWA (Figure 1), with a

horizontal resolution of (1/3)� in longitude by (1/3)�cosf in
latitude (f) and 31 unevenly spaced z-levels in the vertical.
At the model solid boundaries, the normal flow, tangential
stress of the currents, and horizontal fluxes of temperature
and salinity are set to zero. Along the model open bound-
aries, the normal flow, temperature, and salinity fields are
calculated using the adaptive open boundary conditions.
First, an explicit Orlanski [1976] radiation condition is used
to determine whether the open boundary is passive (infor-
mation leaving the domain) or active (information entering
the domain). If the open boundary is passive, the model
prognostic variables are radiated outward. If the open
boundary is active, the model prognostic variables at the
open boundary are restored to the monthly mean climatol-
ogies at each z-level with a timescale of 30 days. Further-
more, the depth-mean normal flow across the model open
boundaries is set to be the same as in the diagnostic
calculation for the North Atlantic of Greatbatch et al.

[1991], apart from an additional 2 cm s�1 inflow that is
specified over the shelf at the Denmark Strait transect (see
Figure 1).
[9] The regional ocean circulation model uses the semi-

prognostic method to reduce drift of the modeled ocean
state in a multiyear simulation. This method adjusts the
momentum equation by replacing the model density var-
iable r in the hydrostatic equation by a linear combination
of the model-computed density rm and an input density rc
[Sheng et al., 2001; Greatbatch et al., 2004],

@p

@z
¼ �g arm þ 1� að Þrc½ � � �grm � g 1� að Þ rc � rmð Þ; ð1Þ

where rm = r(T, S, pref) is the density calculated from the
model potential temperature T and salinity S, and pref is
vertically dependent reference pressure, a is the linear
combination coefficient set to 0.5 in this study, and the
input density rc is computed from a climatology of
hydrographic data. The term �g(1 � a)(rc � rm) in
equation (1) is the correction term used to correct for
model systematic error and unresolved processes in a
multiyear simulation. As stated by Sheng et al. [2001],
the above procedure is equivalent to adding a forcing

Figure 2. Climatological monthly mean ice coverage (dotted areas) from da Silva et al. [1994] in the
northwest Atlantic Ocean from December to the next November.
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term to the horizontal momentum equation of the ocean
model.
[10] There are two major modifications made to the

original configuration of the NWA ocean circulation model
developed by Sheng et al. [2001]. First, the monthly mean
climatology of the freshwater flux (difference between
evaporation and precipitation) constructed by da Silva et
al. [1994] is used to force the ocean model, in addition to
the sea surface salinity restoring term already implemented.
Second, the restoring timescale for the sea surface temper-
ature and salinity is increased from 15 days to 30 days. The
30-day timescale is about the same as that derived from the
scale analysis by Haney [1971] under a given specified
constant atmosphere. If atmospheric feedback is considered,
the timescale should be even longer [Zhang et al., 1993].

2.2. Los Alamos Sea Ice Model (CICE)

[11] The sea ice component of our coupled system is
the second version of the CICE ice model [Hunke and
Lipscomb, 2000]. A feature of the model is the use of the
second-order Multidimensional Positive Definite Advection
Transport Algorithm (MPDATA) scheme [Smolarkiewicz,
1984] for calculating ice concentration and associated state
variables.
[12] The thermodynamic component of CICE is the three-

layer thermodynamic model developed by Winton [2000],
which is a modified version of Semtner’s [1976] three-layer
thermodynamic model. The heat capacity of the upper ice
layer in Winton’s ice model is defined as a function of
temperature to mimic brine pocket effects and that of the
lower layer is set to be a constant. The heat capacity of sea
ice, which is defined as the energy needed to raise the
temperature of a unit mass of sea ice by 1�C, includes not
only the energy required to raise the temperature of pure ice
but the energy needed to raise the temperature of brine and
to melt ice along the walls of brine pockets [Bitz and
Lipscomb, 1999]. On the top surface of the ice, or snow if
any, conductive heat flux through the ice and snow balances
the total net incoming heat flux. The latter consists of the
sum of specified short and downward long wave radiation,
together with sensible and latent heat fluxes and outgoing
long wave radiation calculated from the prognostic ice
surface temperature. The atmospheric forcing fields (e.g.,
the surface air temperature; see section 2.3) are taken from
the half by half degree monthly average data set constructed
by da Silva et al. [1994]. The model parameterizations to
calculate the fluxes over the ice-covered region are the same
as those of Hunke and Lipscomb [2000].
[13] The heat balance on the top surface of the ice or

snow determines the top surface temperature. The exception
is when the balanced temperature is above freezing, in
which case the top surface temperature is set to the freezing
point and the excess part of the heat flux is used to melt
snow and ice. On the bottom of the ice, the ice temperature
is set to the freezing point of seawater Tf = �0.055S, where
S is the sea surface salinity. The ice is divided into two equal
thickness layers, with a snow layer added on the top of the
ice. The high albedo and low conductivity of snow are
accounted for but the heat capacity of the snow is neglected.
Given the temperature at the previous time step and heat
capacity of the ice, the three-layer thermodynamic ice
model solves implicitly for the conductive flux within the

ice, temperature at the top surface of the ice/snow and the
temperature at the middle of both ice layers. The difference
between the conductive flux in the lower ice layer and the
ice-ocean interface flux is used to freeze or melt the ice at
the ice-ocean interface. The ice-ocean interface flux is
proportional to the difference between the temperature of
the top ocean layer and the freezing temperature of seawater
Tf.
[14] Previous studies show that a single-category thermo-

dynamic ice model produces little ice volume since the ice
concentration is always 100% in a grid cell with ice [e.g.,
Zhang et al., 1995]. In reality, growth and accretion in the
open water part of the grid cell (including leads and cracks)
contribute significantly to ice growth. To include this lateral
growth, a two-category (open water and thick ice) ice model
was developed [Thorndike et al., 1975; Hibler, 1979], in
which ice growth in the open water category at any time
step is immediately converted to thick ice by conserving the
ice volume. The ice concentration produced by this two-
category ice model is often underestimated due to the
conversion, since the new ice is assumed to have a relatively
large thickness and hence a small area when it is combined
with the thick ice. The simulated ice volume produced by
the two-category ice model is likewise overestimated due to
the resulting larger portion of open water and thus more heat
loss from the ocean [Ikeda et al., 1988]. To remedy this, a
multicategory ice model was introduced. Some previous
studies show that the simulated ice concentration is im-
proved by using a model with five to ten ice categories, in
comparison with the two-category ice model [Yao and
Prinsenberg, 1999; Yao et al., 2000; Lipscomb, 2001; Bitz
et al., 2001]. Other studies have found, on the other hand,
that the simulated ice conditions using a seven-category ice
model are comparable to the results using a two-category
ice model [Hibler and Walsh, 1982; Walsh et al., 1985].
[15] The second version of CICE has five ice thickness

categories [Lipscomb, 2001] in the standard configuration,
with ice growing in open water transferred immediately to
the thinnest ice. In this study, only two ice categories (thick
ice and thin ice/open water) are specified in the CICE ice
model in order to resemble closely Hibler’s two-category
ice model. Different from the conventional two-category ice
model discussed above, the thin ice in CICE stays until its
thickness grows over a given threshold value (10 cm in this
study, same as Hunke and Lipscomb [2000]) and becomes
part of the thick ice, or is melted below a given threshold
value and thus becomes open water. Owing to the nonlin-
earity of the conductive heat flux, the vertical growth of the
ice in CICE is higher than that produced by a single-
category ice model due to the presence of thin ice, but
lower than that produced by the conventional two-category
ice model due to less open water.
[16] The sea ice rheology of CICE is elastic-viscous-

plastic, which is numerically more efficient in comparison
with the viscous-plastic rheology of Hibler’s [1979] model.
Since CICE is solved explicitly with small time steps, the
model responds to forcing more quickly and thus is phys-
ically more realistic when atmospheric forcing has a short
hourly or daily timescale [Hunke and Dukowicz, 1997]. All
parameters of the ice dynamics take the standard values
from Hunke and Lipscomb [2000] and are kept fixed in this
study (Table 1). (The effects of ice dynamical parameters
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have been extensively examined in the past [e.g., Holland et
al., 1993; Hunke and Dukowicz, 1997] in polar and high-
latitude regions including the NWA [Ikeda et al., 1996;
Tang et al., 1999; Yao et al., 2000]).
[17] To account for the effects of the ice generated outside

of the model northern boundary, the ice thickness along the
northern open boundary of both the Labrador shelf and the
east Greenland shelf in the control run is restored to a value
of 2 m in winter whenever the thickness produced by the
model is less than this value.
[18] The ocean and ice components of the coupled ice-

ocean system are kept as independent as possible, with
information between the ice and ocean components ex-
changed once per model day. The variables passed from
the ocean model to the ice model are the sea surface
temperature, salinity, and horizontal components of the
surface currents. The variables passed from the ice model
to the ocean model are ice concentration, heat and fresh-
water fluxes, and momentum fluxes (i.e., ice stress).
These fluxes are used partially or totally, according to the
ice concentration, replacing the counterpart fluxes from
the da Silva et al. [1994] data set (e.g., ice stress to
replace wind stress) to force the ocean component for the
ice-covered portion of the grid points.

2.3. Treatment of the Net Surface Heat Flux Seen
by the Ocean

[19] In ice/ocean modeling studies, it is common to
calculate the sensible, latent heat fluxes and outgoing long
wave radiation (in what we call ‘‘the temperature method’’)
based on given, specified sea surface atmospheric variables
at 10 m (the most important of which is the surface air
temperature), together with specified fluxes such as solar
and downward long wave radiations. The temperature
method is the most widely used in previous coupled ice/
ocean modeling studies [Hibler and Walsh, 1982; Ikeda et
al., 1988; Oberhuber, 1993; Hunke and Lipscomb, 2000;
Saucier et al., 2003]. In the ice-free region, Haney [1971]
demonstrated that the net air-sea heat flux can be approx-
imated by a specified net heat flux plus a restoring term to
account for the feedback from the ocean state (we call this
‘‘the flux method’’). In this paper, the temperature method is
used in our coupled system to calculate the fluxes over ice,
as in the original CICE model, but the flux method is used
over ice-free areas and the open water portion of grid points
containing ice, as described below.

[20] Over ice-free areas, we follow Haney [1971] and
linearize the net heat flux through the sea surface (Qnet)
around the climatological sea surface temperature (SSTclim)
to represent the model sea surface temperature (SSTmodel)
feedback on the sea surface heat fluxes,

Qnet 	 Q̂net þ b SST clim � SSTmodel
� �

; ð2Þ

where Q̂net is the net heat flux felt by the ocean without
considering the temperature feedback (taken from the da
Silva et al. [1994] climatology, as in the work of Sheng et
al. [2001]), and b is a coefficient defined as Dz1rocp/tQ,
where Dz1 is the thickness of the top z level, cp is the
specific heat, ro is a reference density, and tQ is the
restoring timescale which is set to 30 days as mentioned in
section 2.1.
[21] In areas where ice is present, we continue to use

equation (2) to parameterize the surface heat flux seen by
the ocean, except that now Q̂net is modified to take account of
the ice. It should be noted that the restoring term on the RHS
of equation (2) is applied everywhere, including under the ice.
The sensitivity of ourmodel results to this term is discussed in
section 3.3. To parameterize Q̂net,we defineQao as the net heat
flux (without temperature feedback) at the air-ocean interface
both for the grid points without ice and for the open water
portion of the grid points with ice, andQio as the net heat flux
at the ice-ocean interface. Over an ice-free area, Q̂net is the
same as Qao. Over an ice-presence area, on the other hand,
Q̂net is a linear combination ofQao andQio. It should be noted
that Qao could differ significantly from Q̂net over the ice-
presence area. As an example, we consider an area where the
ice concentration is 90%, the net heat flux felt by the ocean
(Q̂net) is �40 W m�2, and the net heat flux at the ice-ocean
interface (Qio) is�10Wm�2. On the basis of the heat budget,
the net heat flux at the air-ocean interface (Qao) over the open-
water portion of the ice-presence area is �310 W m�2.
Therefore, in magnitude, the net air-ocean heat flux over the
open water portion is about 8 times larger than the averaged
net heat flux felt by the ocean over the entire grid box and 31
times larger than the heat flux under the ice-covered part of the
grid box.
[22] The climatological monthly mean net heat flux at

the sea surface constructed by da Silva et al. [1994]
includes, to a certain degree, the insulation effect of the
observed ice. This is expected since their net heat flux
climatology was constructed mainly from in situ measure-
ments under a constraint that the global mean heat flux is
zero. However, there are more in situ observations over
the open water than over the ice-covered areas in the
NWA. This is mainly because ships have been major
collectors of the measurements, and the fair weather bias
is well known. Therefore, da Silva et al.’s net heat flux
climatology should bias notably toward the measurements
in the open water.
[23] To take account of the possible bias of the da Silva et

al.’s [1994] heat flux, we parameterize Q̂net over the ice-
presence area in terms of the climatological sea surface net
heat flux constructed by da Silva et al. (Qnet

clim ), as

Q̂net ¼ 1� gcð ÞQclim
et þ cQio; ð3Þ

Table 1. Selected Ice Model Parameters

Parameters Values

1/e2 for the elliptical yield curve 0.25
Demarcation thickness between thick/thin ice 0.1 m
Freezing temperature of sea ice �0.055 
 salinity
Ice stress parameter P 2.75 
 104 Kg m�1 s�1

Minimum ice concentration 0.01
Minimum ice thickness 0.01 m
Maximum ice concentration 0.99
Number of ice categories 2
Specific heat of fresh ice 2106 J kg�1 K�1

Thermal conductivity of pure ice 2.03 W m�1 deg�1

Thermal conductivity of pure snow 0.3 W m�1 deg�1

Timescale for ice formation 8 hours
Timescale for ice melting 1 day
Time step for ice dynamics 1 minute
Time step for ice and ocean models 2 hours
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where c is the ice concentration and Qio is again the heat
flux at the interface between the ice and the ocean, which is
proportional to the difference between the freezing
temperature and the top ocean model level temperature.
The main purpose of introducing g in equation (3) is to
account for the difference between the da Silva et al.
climatological net heat flux and the actual net heat flux at
the air-sea interface over the ice-presence areas. The
value of g is set to unity if the da Silva et al. heat flux
climatology (Qnet

clim) is constructed from observations
made only over the open water portions of the ice-
presence areas. A value between 0 and 1 implies that the
da Silva et al. climatology includes some influence from
the insulation effect of the ice. The value of g is set to 0.9
in the numerical experiments presented in this paper
except where indicated otherwise. In this case, the ice-
ocean system sees 100% of the da Silva et al. net heat
flux (Qnet

clim) over ice-free areas, and the percentage
decreases linearly with increasing model-predicted ice
concentration, to 10% in fully ice-covered areas. The
sensitivity of the model results to the choice of g is
discussed further in section 3.3.

3. Model Results

[24] The coupled ice-ocean system is integrated for
3 years from a state of rest. The simulated ice and ocean
states in the second year are very similar to those in the third

year. Model results from the third year are presented in this
paper, except where otherwise noted.

3.1. Seasonal Evolution of Sea Ice in the
Northwest Atlantic

[25] Figure 3 presents the simulated monthly mean ice
states in the control run. Sea ice starts to form over
the northwestern part of the Labrador Sea in December
(Figure 3). Ice coverage expands significantly southward
and offshore from January to March, with the offshore ice
edge confined roughly at the shelf break. The monthly mean
ice thickness produced by the model is about 0.5 m in
February and 1 m in March over the Labrador and New-
foundland Shelves. The ice velocity in these 3 months is
southeastward, with a typical speed of 10 cm s�1. The sea
ice reaches the northern part of Grand Banks at about 49�N
in April and then retreats northward in May and June. Only
a very small amount of ice is left over the northwest corner
of the Davis Strait in July.
[26] Observations of ice coverage and thickness [Symonds,

1986; Peterson, 1987; Carsey et al., 1989; Prinsenberg et
al., 1996] indicate that sea ice is largely confined to the
Labrador and Newfoundland Shelves with a typical ice
thickness of about 1 m in winter months. Our simulations
are in general agreement with these observations. Also, in
comparison with Figure 2, the simulated ice coverage and
the position of offshore ice edge (Figure 3) are in good
agreement with the climatology. We should point out that

Figure 3. Monthly mean ice thickness (contours) and ice velocity (arrows) from December of the
second model year to the next July produced by the coupled ice-ocean modeling system in the control
run. Contour intervals are 1.0 m (0.5 m) for the ice thickness greater (less) than 1.0 m, with the 1.0-m
thickness highlighted. The ice velocity vectors are plotted at every fourth model grid point.
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the flux method (section 2.3) used to drive the ocean
model in this study has no direct nudging to ensure the
correct ice edge in the model, thus demanding higher
model skill to simulate correctly the seasonal cycle of
the ice (although there is still a weak, indirect ‘‘nudging’’
through the restoring term added to the heat flux seen by
the ocean; see equation (2) and the sensitivity analysis in
section 3.3). Large differences occur between the observed
and simulated ice conditions mainly over two small
isolated regions. The coupled system produces almost
complete ice coverage in the first winter but is nearly
ice free after the first model year in the Gulf of St.
Lawrence (GSL). This is mainly because the simulated
sea surface winter temperature in the GSL remains above
freezing after the first model year. The reasons for the
above-freezing model winter temperatures are not clear,
although contributing factors could include the relatively
coarse model resolution, less reliable surface heat flux over
the GSL in the da Silva et al. [1994] climatology, and
exclusion of the ice and cold water influxes from the St.
Lawrence River. This issue is discussed further in section
3.4. The other area where the ice simulation is poor is the
East Greenland Shelf. As mentioned in section 2.2, the ice
thickness along the northern open boundary of both the
Labrador Shelf and the East Greenland Shelf in the control
run is restored to a value of 2 m in winter whenever the
ice produced by the model is less than this value. On the
east coast of Greenland, however, the ocean model does
not resolve the cool, along-shore East Greenland Current
that should flow away from the boundary, carrying the sea
ice with it. The much warmer Irminger Current from the
east dominates the area instead (Figure 4), with the result
that the ice from the restoring zone near the northern
boundary in this region melts within a short distance.
[27] As stated in section 1, Ikeda et al. [1988] were the

first to simulate the interannual variability of the sea-ice
cover in the NWA using Hibler’s [1979] dynamic and
thermodynamic ice model. Their ice model consisted of
two categories: thick ice and open water, which implies that
sea ice formed in the open water category immediately
merges to the thick ice category at each time step, thus
leaving the open water category to be ice free. The winter
mean ice concentration calculated by Ikeda et al. is about
40% on the shelf, which is too low in comparison with the
observations made in the region. By contrast, the present
coupled ice-ocean system produces lower ice thickness but
much higher ice concentration (more than 90% in our model
results) in the winter months over the Labrador and northern
Newfoundland Shelves.
[28] To illustrate the role of the ice dynamics and ther-

modynamics, we examine the winter mean net heat flux at
the ice-ocean interface (Qio), which is proportional to the
difference between the freezing temperature (Tf) and sea
surface temperature. The difference between the ice-ocean
net heat flux, Qio, and the conductive flux through the ice
provides some of the thermal energy to form or melt ice.
The conductive flux is usually small and ignored in the
following discussion for simplicity. A positive ice-ocean
heat flux indicates that the sea surface temperature is colder
than the freezing point, and therefore that sea ice is forming
locally. A negative ice-ocean heat flux, on the other hand,
indicates that sea ice over this area is not being generated

locally, but rather horizontal transport of sea ice is impor-
tant. Figure 5a shows that the net heat flux at the ice-ocean
interface is positive over Davis Strait and the inner and
middle Labrador Shelf, indicating the importance of the
local thermodynamics in generating ice over these areas.
Over the other ice-presence areas, however, the net heat flux
at the ice-ocean interface is near zero or negative, indicating
that the sea ice over these areas is mainly transported from
other areas.
[29] The winter-mean wind stress used to drive the

coupling system (Figure 5b) is roughly southeastward in
the Labrador Shelf except the coastal region near 62�N. The
ice-ocean stress, on the other hand, is roughly northward
(Figure 5a), which is opposite to the directions of both the
surface wind stress and ocean circulation (Figure 4) in the
region. The fact that the sea ice is acting as a drag on
the ocean means that the sea ice is being carried southward
at least partly by the ocean currents, in addition to the wind
stress.

3.2. Heat Capacity of the Sea Ice

[30] Early and excessive ice melting in spring is a
common problem in previous modeling studies for the
NWA. Ikeda et al. [1988] suggested that this early spring
melting problem could be explained partially by the unre-
solved effect of snow cover and brine pockets, which
reflects and absorbs the short wave radiation and hence
delays the early spring melting. Ikeda et al. [1996] also
speculated that the two-category ice model with low ice
concentrations could lead to excessive short wave radiation
absorption in the open water, although the problem still
existed when the ice albedo was also used in the open water.
With high snow albedo and a more realistic initial ocean
state, Yao and Prinsenberg [1999] and Yao et al. [2000]
demonstrated that a ten-category ice model improved the ice
concentration significantly, but the model was still not able
to eliminate the problem of early and excessive springtime
melting.
[31] Previous modeling studies use Semtner’s [1976]

zero-layer thermodynamic ice model, which does not take
account of the heat capacity of the sea ice. In the present
study, we use Winton’s [2000] three-layer thermodynamic
model, which includes the effect of the heat capacity. The
inclusion of the heat capacity in the model allows the rate of
change in ice temperature to be calculated realistically based
on the fact that energy is used to raise the ice temperature to
the freezing point before the energy is used to melt ice,
therefore delaying the melting process. To demonstrate the
effect of the ice heat capacity, we generate a zero-layer
thermodynamic model from Winton’s three-layer thermo-
dynamic model by ignoring the internal temperature values
of the two ice layers and computing the conductive heat flux
through the ice using the top and bottom surface temper-
atures and effective thickness of ice and snow, which is
exactly the same as in Semtner’s zero-layer model. We
couple this zero-layer ice model to the regional ocean
circulation model and integrate this zero-layer coupled
system for 3 years. All the other model parameters are the
same as those in the control run. We compare the zero-layer
ice model results with those in the control run. The
inclusion of the heat capacity of sea ice affects notably
the phase and magnitude of the seasonal cycle of sea ice in
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the NWA (Figure 6). In comparison with the three-layer ice
model results, the zero-layer ice model results have signif-
icantly smaller ice-covered area and smaller ice volume in
spring (shaded areas in Figure 6). The springtime ice
melting is about 10 days earlier if the heat capacity of sea
ice is not included. It should be noted that the same zero-
heat-capacity snow layer is used in the three-layer and zero-
layer ice models. It follows that the snow layer is not
responsible for the reduction of the early spring sea ice
melting shown in Figure 6. Furthermore, since the two

model versions differ only in that one takes account of the
heat capacity of the ice and the other does not, the reduction
in the early spring ice melt can only be a consequence of
taking account of the heat capacity in the Winton three-layer
model.

3.3. Sensitivity to the Treatment of the Net Surface
Heat Flux Seen by the Ocean

[32] The parameterization for Q̂net in the ice-presence
areas was discussed in section 2.3. Here we begin by

Figure 4. Monthly mean sea surface temperature (contours) and currents (arrows) from December of
the second model year to the next October produced by the coupled ice-ocean modeling system in the
control run. Contour intervals are 2�C with 2�C and 10�C highlighted. Extra �1.5�C contours are also
added. Velocity vectors are plotted at every fourth model grid point.
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Figure 5. (a) Winter mean ice stress (arrows) and net heat flux (contours) at the ice-ocean interface
produced by the coupled ice-ocean modeling system in the control run. Contour intervals are 50 Wm�2

with both 0 and �200 Wm�2 highlighted. (b) Winter mean wind stress (vectors) and net air-ocean heat
flux (contours) averaged from monthly mean climatology of da Silva et al. [1994]. Contour intervals
are 50 Wm�2 with 0 and �200 W m�2 highlighted. Stress vectors are plotted at every fifth model grid
point.

Figure 6. (top) Time series of the ice-covered area (thick lines) and ice volume (thin lines) produced by
the three-layer (solid lines) and zero-layer (dashed lines) thermodynamic ice models. (bottom) Difference
in ice-covered area (thick line) and ice volume (thin line) between the zero-layer and three-layer
thermodynamic ice models. The units are 109 m2 and 109 m3 for the ice-covered area and ice volume,
respectively. The horizontal axis is time in days with 360 model days per year. The shaded area indicates
the spring season in Year 3.
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discussing the sensitivity of the model results to the param-
eter g in equation (3). Figure 7 shows the model results for
the cases of g = 0, 0.5, and 1, corresponding to cases in
which 100%, 50%, and 0% of the climatological net
heat flux constructed by da Silva et al. [1994] is allowed
to reach the ocean water directly through the ice. The model
parameters in these three cases are the same as those in the
control run, except that the ice inflow at the northern open
boundary is set to zero. Since the atmospheric heat fluxes in
winter are negative in the NWA, the higher the percentage
of the net heat flux that reaches the ocean (i.e., smaller g),
the lower the ocean surface temperature and therefore the
more sea ice is produced. A comparison of the model results
in the three cases (Figure 7) indicates that the coupled
system produces thicker ice and therefore greater ice vol-
ume for smaller values of g. The simulated ice coverage and
position of the offshore ice edge are less sensitive to the
values of g.
[33] As shown in equation (2), the net heat flux used to

force the ocean model also includes a restoring term b
(SST clim � SST model), which is linearly proportional to the
difference between the climatological and model calculated

SST. This restoring term represents a heat source or sink
under sea ice. Even though a weak restoring of 30 days
timescale is used in this study, the restoring term has its
effects on the simulated ice conditions that deserve some
discussion. Two numerical experiments are conducted to
examine the sensitivity of the treatment of this restoring
term under sea ice. In the first experiment (Figure 8), the g

value is set to unity and ice inflow at the northern open
boundary is set to zero. The model SST in this experiment is
restored to the value of 1�C colder than the climatological
SST wherever ice is present in the climatology shown in
Figure 2. In comparison with the control run, in which the
model SST restored to the climatological SST, the results
demonstrate that the lower the specified temperature used in
the restoring term (2), the more sea ice is produced by the
coupled system (Figure 8).
[34] In the second experiment, we replace the coefficient

b in the restoring term by (1 � gc)b with g = 0.9.
Physically, this is equivalent to treating the restoring term
as part of the net air-ocean heat flux forcing so that it is
subject to the same reduction due to the presence of sea ice.
The ice inflow at the northern open boundary in this

Figure 7. Monthly mean ice thickness (contours) and velocity (arrows) produced by the coupled ice-
ocean system with (top) g = 0, (middle) g = 0.5, and (bottom) g = 1 (i.e., the ocean gets 100%, 50%, and
0% da Silva et al. [1994] net heat flux climatology, respectively, at maximum predicted ice coverage).
Contour intervals are 1.0 m (0.5 m) for the ice thickness greater (less) than 1.0 m, with the 1.0-m
thickness highlighted. The ice velocity vectors are plotted at every fourth model grid point.
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experiment is also set to zero. Figure 8 shows that there is a
much greater amount of sea ice over the Labrador and
Newfoundland Shelves produced in this experiment, partic-
ularly in later winter and spring, in comparison with that in
the control run (Figure 3).

3.4. Flux Versus Temperature Methods

[35] There is a major difference in the amount of infor-
mation regarding the observed ice distribution contained in
the flux and temperature methods described in section 2.3.
The surface air temperature in winter over the open water
in the study region will not be far from the water temper-
ature, i.e., around the freezing point, but is significantly
colder over ice. Owing to this difference, use of the
temperature method provides the model with information
on the climatological sea ice distribution. In other words,
the observed atmospheric temperature contains information
on the location of the observed ice, and it would nudge the
model to form ice over areas where sea ice is present in the
data (where low atmospheric temperatures are observed).
By contrast, the flux method does not contain such direct
nudging.
[36] To demonstrate the effect, we reformulate our model

forcing to imitate the nudging effect present in the temper-

ature method. Let Qair be the observed heat flux averaged
over a grid point seen by the atmosphere and Qcon be the
conductive heat flux through the ice. We now consider the
atmospheric heat budget with all of the heat fluxes defined
in the top of the ocean-ice/snow system. Energy conserva-
tion requires

Qair ¼ 1� cð ÞQao þ cQcon; ð4Þ

where Qao is the heat flux in the open water portion of the
grid point, and c is the ice concentration. Although the value
of Qcon depends on the effective thickness of the snow-ice
layer in the grid box, it is much smaller than Qao. For
simplicity, we assume Qcon to be 10% of Qao. We will see in
the following that the actual value is not important as long
as it is small. Equation (4) can then be simplified as

Qair ¼ 1� cð ÞQao þ 0:1cQao � 1� 0:9cð ÞQao: ð5Þ

Therefore we have

Qao ¼ Qair= 1� 0:9cð Þ: ð6Þ

Figure 8. Monthly mean ice thickness (contours) and ice velocity (arrows) produced by the coupled ice-
ocean modeling system with (top) the model sea surface temperature restored to the values of 1�C colder
than da Silva et al. [1994] climatology over the ice-covered area shown in Figure 2 and with (bottom) the
coefficient b in equation (2) replaced by (1 � gc)b. The latter case is justified if the restoring term is part
of atmosphere forcing fluxes. Contour intervals are 1.0 m (0.5 m) for the ice thickness greater (less) than
1.0 m, with the 1.0-m thickness highlighted. The ice velocity vectors are plotted at every fourth model
grid point.
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For open ocean where c is zero, we have Qao = Qair. For the
ice-presence region, we can estimate the forcing flux Qao

based on equation (6) from the observed Qair and the
observed c and force the ocean model based on

Q̂net ¼ 1� cð ÞQao þ cQio �
1� cð Þ

1� 0:9ĉð ÞQair þ cQio; ð7Þ

where ĉ is the observed ice concentration. If the
simulated ice concentration c is smaller than the observed
ĉ, the heat flux Q̂net estimated from Qair according to
equation (7) will be larger than Qair, until the heat flux
extracted from the ocean leads to the ice formation so
that the simulated c reaches the observed value. The
amount of nudging in this formula is similar to that of
the temperature method.
[37] In an additional experiment (Figure 9), we use Q̂net

given by equation (7) to force the ocean model, with ĉ set to
0.9 over the climatological ice covered areas shown in
Figure 2, and Qair taken to be the da Silva et al. [1994]
climatological heat flux. The agreement of the results in this
experiment with those shown in Figure 2 is quite good in all
areas, due to the additional nudging from the reformulated
forcing. In the GSL, there is much more ice and the ice is
present in all of the three winters. Although the model still
drifts to a higher temperature over the integration in the

region, it does form ice in each winter in the 3-year-long
integration.

4. Summary and Conclusion

[38] Previous numerical studies of the sea ice on the
Labrador and Newfoundland Shelves were made using
Hibler’s [1979] ice model coupled to ocean circulation
models of different complexities [e.g., Ikeda et al., 1988,
1996; Yao et al., 2000]. Those studies demonstrated the
ability of coupled ice-ocean models to simulate the seasonal
and interannual variations of sea ice in the NWA. The
common problem in previous studies is the early and
excessive ice melting in the spring.
[39] In this study we use the second version of CICE ice

model [Hunke and Lipscomb, 2000] coupled to the regional
Northwest Atlantic (NWA) Ocean model of Sheng et al.
[2001]. The ocean model employs the semi-prognostic
method [see Greatbatch et al., 2004] to correct for model
drift, allowing us to carry out a multiyear simulation. The
CICE ice model uses the elastic-viscous-plastic ice rheology
of Hunke and Dukowicz [1997], instead of Hibler’s [1979]
viscous-plastic ice rheology used in previous studies. CICE
also uses Winton’s [2000] three-layer thermodynamics, with
the brine content of the upper ice represented with a variable
heat capacity. The CICE ice model has five ice thickness

Figure 9. Monthly mean ice thickness (contours) and ice velocity (arrows) produced by the coupled ice-
ocean modeling system with the flux formula discussed in section 3.6 used to force the coupled model.
This formula has an effect of nudging the predicted ice to the observed ice as in the temperature methods.
Contour intervals are 1.0 m (0.5 m) for the ice thickness greater (less) than 1.0 m, with the 1.0-m
thickness highlighted. The ice velocity vectors are plotted at every fourth model grid point.
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categories in the standard configuration. In this study, only
two ice categories were chosen for simplicity. In addition,
different from previous coupled ice-ocean studies, we use
different methods to specify the atmospheric heat fluxes
over the open water portion of the model grid compared to
ice-present regions (see section 2.3 for the details). In
particular, over open water, we use the net heat flux
climatology of da Silva et al. [1994] to drive the ocean
model and introduce a parameter g to represent the degree
to which the insulation effect of sea ice is already included
in the da Silva et al. climatology. The model works well
under this parameterization, although the ice thickness is
sensitive to the value of g, while the area of the ice-covered
region is affected in a lesser degree.
[40] Our coupled system simulates reasonably well the

annual cycle of sea ice in the NWA, in comparison with the
ice coverage climatology constructed by da Silva et al.
[1994]. In this study, we focus on the roles of the individual
physical processes that affect the simulated ice states,
instead of getting a best fit of model results to the obser-
vations. Our principal result is that inclusion of the heat
capacity of sea ice reduces the early springtime melting of
sea ice in the NWA by about 10 days, in better agreement
with observations than found in previous studies.
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